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uñ
oz

-E
sc

oı́
:

Ad
di

ng
Pr

io
rit

ie
st

o
To

ta
lO

rd
er

Br
oa

dc
as

tP
ro

to
co

ls
TR

-IT
I-I

TE
-0

7/
23

(s
up

er
se

de
sT

R-
IT

I-I
TE

-0
7/

07
)





Adding Priorities to Total Order Broadcast Protocols
Emili Miedes, Francesc D. Muñoz-Escoı́
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Abstract
Group communication and total order topics have been studied for more than two decades from both

a theoretical and a practical point of view. Most of this work is concerned about the classical definition
of total order (informally, all the messages are received in the same order). However, in some cases
additional guarantees are needed, like optimistic delivery or priority-based delivery, which allows a user
application to prioritise the sending or even the delivery of certain messages. In this paper, we present
several techniques to modify an existing total order protocol to take into account message priorities and
show how existing total order algorithms can be modified according to these techniques.

KEYWORDS: Priority-based broadcast, total order broadcast, group communication protocols.

1 Introduction
Group communication and total order topics have been studied for more than two decades from both a
theoretical ([24, 16, 6, 5, 22]) and a practical ([12, 11, 44, 21, 33, 4, 31, 1]) point of view.

Most of this work is concerned about the classical definition of total order [24, 16] (informally, all the
messages are received in the same order in all their destinations). However, in some cases additional issues
have been considered, like optimistic delivery [36, 38, 45].

Another useful characteristic a group communication protocol may offer is priority-based delivery [42,
39, 34], which allows a user application to prioritise the sending or even the delivery of certain messages.

Such a service can be used in a scenario like the following. Consider an application that runs on top
of a database replication system and is physically distributed among several sites. Such systems usually
follow a constant interaction model [48], according to which, updates made by a transaction are broadcast
in total order to all the replicas of the database at the end of the transaction, in commit time, using a single
message (or, at most, two messages like in the weak-voting [49] approach, but only the first one transfers
transaction updates). The final order in which a set of messages corresponding to different transactions
are delivered by the replicas determines the final order in which a set of updates from the corresponding
transactions are applied to the database. This order has a deep impact on the evaluation of the integrity
constraints defined in the database. The idea is to alter the order in which transactions are committed
for achieving a favorable constraint evaluation, thus reducing the transaction abort rate. Note that other
database replication protocols can use a linear interaction [48] principle; i.e., multiple update messages per
transaction, but their long completion time and their additional recovery problems [19] do not advise their
adoption. Note also that the database replication protocol is able to know which database tables and fields
have been accessed by a given transaction, and it is able to use such information for assigning priorities.
To do so, the replication protocol should be also aware of the semantic integrity constraints defined in the
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database schema. MADIS [25] is an example of database replication middleware where all these issues can
be managed. A transaction implementation based on stored procedures is another alternative for providing
all the information needed by the replication protocol in order to assign priorities (accessed tables and
fields, values being used in the updates, ...).

Examples of applications that use semantic constraints in their transactions are many, although not all
of them have a heavy load of transactions in a short interval of time. Priorization is important when a heavy
load is forecast. A possible example could be the application needed for managing the selling of tickets for
important sport events. Many people will request such tickets, and they usually are sold in a short interval.
Some possible semantic constraints could be to favor requests that only demand a few tickets, against
requests demanding many (in order to avoid re-selling). Additionally, a constraint may exist in order to
prevent the same individual to send more than two requests for tickets (again, for preventing re-selling). The
first constraint needs to assign the highest priority to requests for one single ticket, progressively reducing
the priority as the amount increases, and directly rejecting those requests that exceed a certain threshold
(e.g., five tickets). This only relies on priorities. The second constraint demands requests authentication,
recording their sender, and need to be evaluated once the request has been delivered. Priorities need not be
used for this second issue.

This priority-based total order broadcast service can also be used in other scenarios. It can be used to
prioritise different types of data traffic, in different scenarios, for different purposes. For instance, consider
a distributed application that controls the operation of some facilities that include both critical and non-
critical remote systems, by means of control commands issued to them. Messages sent to critical systems
can be prioritised over messages sent to non-critical systems, by means of a priority-based total order
broadcast protocol.

In this paper, we present a study about the adaptation of classical total order protocols to take into
account message priorities. The paper is organised as follows. In sections 2, 3 and 4, we show the system
model we are assuming, the ideal properties of a priority-based total order protocol and some common
problems related to priority-based total order protocols, respectively. In section 5, we review the classi-
fication of total order broadcast protocols given in [22]. In section 6 we propose several techniques to
modify the different classes of total order protocols to take into account the priorities of the messages. We
then show, in section 7, the pseudocode of some modified total order protocols. In section 8, we present a
few references about priority-based total order, classify them according to the taxonomy of [22] and then
compare them against the modifications proposed in section 5. In section 9, we discuss the convenience of
applying a middleware-level approach to solve the priority-based total order broadcast problem instead of
relying on an application-level solution. We conclude the paper in section 10 with some conclusions and
talk about our future plans.

2 System Model
The system we consider is composed of a set of processes Π = {p1, p2, ..., pn}. Processes communicate
through message passing by means of a fair lossy channel1.

Each process has a multilayer structure. Figure 1 shows the structure corresponding to the first example
of section 1. The user level is represented by a distributed user application that accesses a replicated DBMS
which in turn uses the services offered by a group communication system (GCS), that is composed of one
or more group communication protocols (GCP). The GCS sends to and receives messages from the network
and delivers them to the replication middleware according to some guaranties (for instance, according to
some total order). On top of the replication middleware, a user application interacts with the replicated
database, for example by issuing transactions composed of read and write operations. As each process may
be issuing its own transactions, consistency among all the replicas of the database must be ensured, in spite
of the conflicts that may appear among the different transactions that are running in a given moment.

We consider closed groups. A closed group is a group in which every message sender is also a destina-
tion, so no external processes are allowed to send messages.

1Informally, a fair lossy channel is a channel that is subject to the loss of messages, due to network issues like node disconnections
or network partitions, process failures or other reasons. However, a fair lossy channel does not lose all the messages, does not produce
new spurious messages, does not duplicate messages and does not change the contents of the messages.
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Figure 1: Multilayer architecture.

The system is partially synchronous [20]. Although several definitions exist on partial synchrony, we
are considering that on the one hand, processes run on different physical nodes and the drift between two
different processors is not known. On the other hand, the time needed to transmit a message from one node
to another can be bounded.

Network partitions may also occur. Nevertheless, since we are focusing on the comparison of prioriza-
tion techniques we are not addressing these issues here. An implementation of these techniques may rely
on some mechanisms like group membership services and fault-tolerance protocols to take care of them.

Messages have an additional property or field that allows a user application to set the priority level of
the message. The priority P (m) of a message m is a discrete integer number that belongs to a known and
bounded interval. Any convention can be used to relate numbers with levels of priority. For instance, we
asume that higher values of P (m) correspond to higher priorities and lower values of P (m) correspond to
lower priorities. This means that if a message m1 has a higher priority than a message m2, then P (m1) >

P (m2).

3 Properties
Ideally, a priority-based total order broadcast protocol should offer well defined properties regarding the
order in which high-priority messages are delivered respect to low-priority messages. Informally, such a
property should guarantee that high-priority messages are delivered first and low-priority messages can
then be delivered.

Different approaches are taken in [39] and [35]. For instance, in [39], a Priority accounting property is
stated. According to this property, if a message of a given priority has not been delivered at any process,
when a message of a higher priority is received, then the latter will be delivered prior to the former. A
priority-based total order multicast protocol is defined as a broadcast protocol that preserves the Priority
accounting property in addition to a regular Total order property.

In [35], a different approach is taken. Time is divided in time parts, and the protocol ensures that all
the messages that belong to the same part are totally ordered according to their priorities. This time-based
solution is also used to avoid starvation of low-priority messages.

4 Problems
Priority-based ordering usually undergoes two common problems: starvation ([35]) and priority inversion
([41, 7, 14, 47, 46]).

Starvation happens when the delivery (or even the sending) of a low priority message is delayed for
a long period of time due to, for instance, a flow of high priority messages. For instance, consider the
following scenario. A process sends a constant flow of high priority messages. Another process sends a
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constant flow of low priority messages. Some priority-based total ordering protocol is ran. The protocol
decides that high priority messages must always be delivered prior to any available low priority message.
As there is a constant flow of high priority messages, low priority messages never get a chance to be
ordered. If no special care is taken in such a situation, low priority messages are never delivered.

However, due to the nature of the application we expect to run over such a priority-based total order
broadcast protocol, the starvation problem is not addressed in this work. Several solutions can be applied
to at least minimise the impact of message starvation. For instance, in [34] a time division technique
is used to avoid message starvation, without introducing too much priority inversion, which is the other
common issue to care about (see section 8). Moreover, dynamic priority scheduling techniques [37] used by
operating system process schedulers may be useful to prioritise too old low priority messages. A common
solution consists in dynamically increase the priority of a message if it has been waiting too much time in
the sending queue.

Priority inversion happens when high priority messages are forced to wait until some lower priority
messages are delivered. This is a typical effect of applying a very strict solution to avoid starvation. In
the scenario described above, consider the following solution. The protocol may be modified to force the
ordering of a message that is older enough. With such a solution, messages that have been waiting too
much time are ordered as soon as possible. If there are some high priority messages ready to be ordered,
they are forced to wait until low priority messages are ordered, (i. e., high priority messages have to wait
because priorities have been inverted).

In [41, 7, 14], priority inversion is addressed when scheduling the access processes make to certain
resources. In [47, 46], the group priority inversion is addressed in the context of actively replicated database
applications that run in timed asynchronous systems. In that work, priority inversion affects complete user
requests, rather than single messages. Priority inversion is also addressed in [2], in the context of real-time
database transactions.

5 Reviewing Total Order Protocols
In [22], a survey of total order protocols is given. Such work classifies total order protocols in five differ-
ent classes: fixed sequencer, moving sequencer, privilege-based, communication history and destinations
agreement protocols.

In the following sections we review that classification and propose how to enable the given classes of
protocols to totally order messages in a priority-based manner.

5.1 Fixed Sequencer Protocols
In a fixed sequencer protocol, a single process is in charge of ordering the messages. If no processes
fail, this special process is fixed. There are three different versions of the fixed sequencer basic protocol,
as identified in [22], which extends the classification in [26]: the Unicast-Broadcast (UB) protocol, the
Broadcast-Broadcast (BB) protocol and the Unicast-Unicast-Broadcast (UUB) protocol.

In the UB version, when a sender wants to broadcast a message to a set of processes, it first sends
(unicasts) it to the sequencer. Other processes can concurrently send their own messages to the sequencer
and it receives them in some order. When the sequencer receives a message, tags the message with a global
sequence number and broadcasts it. All the processes deliver the messages in the order set by the sequence
number of each message.

In the BB version, a sender broadcasts the message to all the processes. The sequencer receives dif-
ferent messages broadcast from different senders, in some order. Every message is tagged with the sender
identifier and a sequence number local to its sender. When the sequencer receives a new message, it assigns
the message a global sequence number and sends a special message containing the original sender identi-
fier and local sequence number, and the global sequence number. All the processes deliver the messages
according to the global sequence numbers sent by the sequencer.

In the UUB version, a sender sends a request message to the sequencer, which answers with a sequence
number. The sender then tags the message to send with that sequence number and broadcasts it. All the
processes deliver the messages in the right order, depending on their sequence number.
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In [26], a comparison of the UB and the BB protocols (their original names are PB and BB) can be
found.

5.2 Moving Sequencer
In a moving sequencer protocol, sequencing is performed by a single process, as in a fixed sequencer
protocol, but in this case the sequencer is not a fixed process. The sequencer role is transferred from one
process to another, among a set of processes that can be the whole set of processes in the system or just a
subset.

In several implementations [22], all the processes in the system form a logical ring and the sequencer
role is transferred along the ring by means of some kind of token message.

The actual method to order the messages can be any of the methods used by a fixed sequencer (UB, BB
or UUB), but some details must be considered when merging the UB, BB or UUB ordering methods with
the ring-based method of transferring the sequencer role.

For instance, the combination of the UB method and a logical ring presents an important disadvantage.
Whenever the sequencer role is to be transferred to another process, the current sequencer must send to the
new sequencer the whole set of incoming messages that have not been sequenced yet. If there are too many
pending messages, this transfer may involve a significant bandwidth cost and impose a significant delay in
the regular message ordering.

5.3 Privilege Based Protocols
In a privilege based protocol, processes can only send messages when they are allowed to do it. If just one
process is allowed to send messages at every moment, then the total order can easily be set using just a
global sequence number.

Common implementations (e.g. [33, 4]) use a logical ring composed of all the processes in the system.
A special message or token is sent along the ring. Only the owner of the token is allowed to send messages.
A process that wants to send some messages must wait until it receives the token.

The token contains a global sequence number. Before sending a message, the current token holder tags
it with the current sequence number in the ring and then increments it, so the next message, sent by the
current sender or by another one, gets the next sequence number. Once the sender has sent its messages,
forwards the token to the next process in the ring. Processes deliver the message according to the sequence
number set in it.

This protocol is restricted to closed groups (i. e., all the senders know each other), which fits our system
model. Some kind of static configuration or membership service is needed.

Moreover, some kind of flow control is needed, to ensure that processes do not send too much messages
in its turn and do not keep the token for too much time.

5.4 Communication History Protocols
In a communication history protocol, processes use historical information about message sending, reception
and delivery to totally order messages.

In [22], two different types of communication history protocols are identified: causal history protocols
and deterministic merge protocols.

5.4.1 Causal History Protocols
The class of causal history protocols is based on the total order mechanism proposed in [28]. The idea is
to causally order messages tagged with Lamport clocks, and extend this causal order into a total order. Al-
though causal order imposes a partial order on the messages that are logically dependent, it is not enough to
totally order concurrent messages (informally, messages that are causally independent). These are ordered
using the identifier of the message sender.
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5.4.2 Deterministic Merge Protocols

In a deterministic merge protocol, messages are also broadcast with some kind of timestamp, but unlike
causal history protocols, these timestamps do not reflect causal relations among messages. In practice, this
timestamp can even be a local sequence number. On the other hand, receivers use some local deterministic
mechanism to totally order the messages.

In [22], several deterministic merge protocols are presented ([15, 27, 3, 17, 18, 10]), although most of
them impose significant constraints on the system they may be used in (there are protocols for synchronous
systems, protocols that depend on physical clocks or even on redundant reliable channels) so we are not
considering them.

A particular deterministic merge protocol In [22], a couple of deterministic merge protocols ([9, 8])
based on a round-robin algorithm are cited. As they are good examples of the deterministic merge class of
protocols, we present here how they can be adapted to consider properties when deciding the total order of
the messages.

According to those algorithms, all the processes send a constant flow of messages (that may be dummy
messages if the user application does not send enough messages), that are tagged with a local sequence
number. In each round of the protocol, every process waits for and delivers a message from the first process,
then another one from the second process and so on. Once a process has received and delivered a message
from all the processes in the system, another round is started. As all the processes are deterministically
ordered (by its process identifier) and all the messages sent by a process are also deterministically ordered
(by its local sequence number), total order can be easily guaranteed.

This protocol works in a static scenario, in which the set of processes is fixed and their identities are
well-known. For this protocol to work in a more dynamic environment, some additional group membership
support is needed, to allow a node to know about processes that join the group, leave the group or fail.

On the other hand, this protocol only makes an efficient use of the network when all the nodes have
a constant flow of messages to send. If not, dummy messages need to be sent, thus wasting network
bandwidth.

5.5 Destinations Agreement Protocols
In a destinations agreement protocol, some kind of agreement protocol is run to decide the order of one or
more messages.

In [22], three subclasses of destinations agreement protocols are identified, according to the type of
agreement performed: (1) agreement on the order (sequence number) of a single message, (2) agreement
on the order (sequence numbers) of a set of messages and (3) agreement on the acceptance of an order
(sequence numbers) of a set of messages, proposed by one of the processes.

5.5.1 Destinations Agreement on the Order of a Single Message (Subclass 1)
An example of such a protocol is an algorithm originally proposed by Skeen and later modified and for-
malised in [12]. In this protocol, message ordering is performed in three phases (including a broadcast
phase). First of all, a process broadcasts a message. Receivers propose a sequence number, and also send
their own process identifiers. The sender collects all the proposed sequence numbers and then determin-
istically decides the final sequence number. Process identifiers are used to break ties, in case that two or
more processes propose the same local identifier.

5.5.2 Destinations Agreement on the Order of a Set of Messages (Subclass 2)
An example of this class of protocols is the protocol proposed in [13]. This protocol tries to run a sequence
of consensus runs. Each of them is used to agree on the order of a set of messages. All the messages whose
order is decided in a consensus run are delivered before any message whose order is decided in the next
run. In a particular run, total order is decided in a deterministic manner (for instance, according to the order
imposed by the message identifiers, using process identifiers to break ties).
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In such a protocol, besides the consensus protocol itself, a reliable message transport is needed. A
mechanism to decide the scope of each consensus run (i. e. which messages are ordered by the current
consensus run and which ones are ordered by the next one) is also needed.

5.5.3 Destinations Agreement to Accept a Suggested Order (Subclass 3)
An example of this class of protocols is the protocol described in [29]. According to this protocol, when a
process broadcasts a message, every process locally saves it in a list of incoming messages. Periodically,
some starter process decides to start a new consensus run to order a set of messages. To take part in a
consensus run, a process sends to the starter process some information about the messages contained in its
incoming list. The started process waits for, at least, a majority of responses and then decides a total order
for the set of messages. This proposed order is sent to all the processes, which vote to accept or reject
it. If the starter process receives a majority of positive votes, the order is accepted and applied by all the
processes.

6 Adding Priority Management to Total Order Protocols
We have identified four basic techniques for adding priority management to total order protocols, mostly de-
pending on the point in the life-cycle of the messages in which priorities are considered. These techniques
may be called priority sequencing, priority sending, priority delivering and priority-based consensus, re-
spectively, and are explained in the following sections.

6.1 Priority Sequencing
Priority sequencing may be applied to sequencer-based total ordering protocols like fixed sequencer (sec-
tion 5.1) or moving-sequencer protocols (section 5.2). As the name suggests, the priorities of the messages
are taken into account when the sequencer is about to sequence each message.

The idea is to keep a list of incoming items. These items may be the messages themselves (as in the
fixed or moving UB and BB sequencer protocols) or requests to the sequencer to get a sequencer number
(as in the fixed or moving UUB sequencer protocol)2. Prior to sending the item, the sender tags it with a
priority. According to this priority, the item is inserted in its proper place in the list, so the list is ordered
by priority.

To sequence the next item (a message or a request), the sequencer just gets the first available message
in the incoming list, this is, the item with highest priority, and sequences them. The meaning of sequencing
an item depends on the particular version (UB, BB or UUB) of the protocol, as explained in sections 5.1
and 5.2.

This scheme is quite simple but low priority messages may undergo a starvation problem (see section
4) that can be solved using a periodic timeout. When the timeout expires, the sequencer can block the
reception of incoming items, assign sequence numbers to all the items currently in the list, broadcast all of
them in decreasing order of priority and finally unblock the reception of incoming items. This way, low
priority items have a chance of being finally sequenced.

6.1.1 The Cost of Priority Sequencing
The priority of an item (a message or a request) is just an integer so it does not impose a significant overhead
in the size of the items and no significant overhead in the use of the network is appreciated.

On the other hand, there is a computational cost related to the reception of the items by the sequencer.
Every time a new item is received by the sequencer, it must be inserted in its right place in the list of
incoming items, which is ordered in decreasing order of priority. This insertion has a cost in time which is
linear to the current size of the list, which in turn depends on several factors, like the sending rate of all the
processes and the throughput of the sequencer (number of items sequenced per time unit).

2UB, BB and UUB stand for Unicast-Broadcast, Broadcast-Broadcast and Unicast-Unicast-Broadcast, respectively, according to
[23].
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6.2 Priority Sending
Priority sending differs from priority sequencing in that the priorities of the messages are taken into ac-
count in the moment the messages are sent. This kind of modification applies to privilege-based protocols
(section 5.2), some protocols of the deterministic merge subclass of the communication history protocol
class (section 5.4.2) like the one presented in section 5.4.2 and the first class of destinations agreement
protocols (see section 5.5.1), presented in [22].

The idea behind this kind of modification is to send messages in a priority-based order. To this end,
each node has a priority-ordered list of outgoing messages quite similar to the one used in section 6.1.

Each outgoing message is placed in its right position in the list, according to its priority. Messages are
taken from the head of the list and sent. They then may be treated according to the final protocol used to
totally order the messages.

As messages are sent according to the order set by their priorities, if a sender has several outgoing
messages pending to be sent, it may send first the most priority one. This also means that low priority
messages are retained in the last places of the list, so a starvation problem may occur. A solution similar to
the one proposed in 6.1 may be applied here if needed.

6.2.1 The Cost of Priority Sending

The cost of adding priorities by means of this modification is similar to that in section 6.1.

6.3 Priority Delivering
The protocols of the causal history subclass of the communication history class of [22] can be modified to
order messages according to the priorities of the messages.

In the original protocol, causal timestamps are used to causally relate messages. These timestamps
are enough to totally order causally dependent messages. Concurrent messages, this is, those that are not
causally dependent on each other, are totally ordered by means of a deterministic mechanism, that usually
makes use of the identifier of the sender and the sequence number of the message (local to its sender).

The priority delivering modification we propose consists in taking into account the priority of con-
current messages prior to any other criteria. Note that causally dependent messages must still be ordered
according to the causal relation imposed by their timestamps, in spite of their priorities, because the modi-
fied protocol must still provide the same causal and total order guarantees provided by the original protocol.

According to this, if some node broadcasts a low priority message and then broadcasts a high priority
message, as the first one is causally precedent to the second one, the delivery of the latter must be delayed
until the first is delivered, regardless of their priorities.

In the original protocol, causally dependent messages are totally ordered by means of their causal
timestamps. Concurrent messages are ordered by means of a local deterministic mechanism, applied in
delivery time. As the modification we propose is used to modify the way concurrent messages are totally
ordered, it is also applied in delivery time.

To solve this issue, priority delivering can be combined with priority sending. This way, messages
are sent according to their priorities and as causality is enforced by the delivering mechanism, the local
priority-based order is ensured. Moreover, according to the priority delivering modification, concurrent
messages are also ordered according to their priorities.

6.3.1 The Cost of Priority Delivering
As in the previous modifications proposed, no significant overhead is imposed on message traffic. The
computational cost is similar to that in other classes of protocols and basically depends on the message
sending rates.

The proposed modification imposes no significant overhead in the size of the messages. The computa-
tional cost mainly depends on the message sending rate. Whenever a message is received by a processor, it
is inserted in its right place in the list of incoming messages, depending on its timestamp, the priority and
the sender identifier of the incoming message and the existing messages.
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Modification Who orders
Protocol PQ PS PD PC Q S L O
fixed UB x x
fixed BB x x
fixed UUB x x
mov. UB x x
mov. BB x x
mov. UUB x x
priv-based x x
c.c-causal h. x x
c.c-det m. x x
dest. agr. 1 x x
dest. agr. 2 x x
dest. agr. 3 x x

Table 1: A visual classification of total order protocol classes

The cost of this insertion is linear to the number of messages currently in the list, but to be precise,
part of this overhead was already present in the original version of the protocol (that corresponding to the
comparison of the timestamp of the incoming message against the timestamps of other messages in the
list).

Anyway, the size of the incoming list of a process directly depends on the sending rate of the processes
in the system and the productivity of the local process (measured in messages locally ordered per time unit).

6.4 Priority-based Consensus
To end this classification of modification techniques, we present the priority consensus, which is applicable
to the second and third classes of destinations agreement protocols (see sections 5.5.2 and 5.5.3), presented
in [22].

The modification, which is actually quite similar to that of section 6.3, consists in taking into account
the priorities of the messages, prior to other criteria, to reach the consensus about the order of a set of
messages.

6.4.1 The Cost of Priority Consensus

This modification imposes no significant overhead on message traffic. The computational overhead is also
low and, as in other cases, it directly depends on the message sending rates of all the nodes. Moreover,
in order to perform the consensus, some additional memory space for message buffering purposes may be
needed.

6.5 A Visual Classification
In table 1, we show, in a visual format, which modification type corresponds to each of the total order
protocol classes (and subclasses) presented in [22]. We also show, for each protocol class, which is the
agent that decides the total order.

The Modification keys PQ, PS, PD and PC correspond to priority sequencing, priority sending, priority
delivering and priority-based consensus, respectively. The Who orders keys Q, S, L and O correspond to
sequencer, sender, local node and other, respectively.
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7 Algorithms
In this section we show four algorithms that implement the priority-based total order broadcast service.
Each algorithm corresponds to each of the four techniques presented in section 6. These algorithms are
just sketches and have not been formally proved. Instead, we just try to illustrate the four techniques of
modifying existing total order broadcast protocols.

The algorithms shown are sketches that are not fault-tolerant, since we are not addressing fault-tolerance
in this paper. With these algorithms we intend to show the basic protocols and how they can be modified,
in the same way of [23], discarding additional issues like fault-tolerance mechanisms. Nevertheless, any
solution to address fault-tolerance in similar protocols may be easily applied to the sketches presented here.
This approach allows us to compare how the basic protocols operate and perform, without the influence of
additional tasks and mechanisms. This way we can focus on comparing the priorization techniques and the
resulting protocols.

In figure 2, we present a modification of the original fixed UB algorithm presented in [22] (under-
lined text shows the main differences). The modification corresponds to the priority sequencing class of
algorithms and it is actually very similar to the original fixed UB algorithm. The main difference is that
incoming messages are not immediately sequenced and sent to all the destinations but queued according to
their priority and later sent.

Sender:
Procedure TO-broadcast(m, prio):

prio(m) := prio
send m to sequencer

Sequencer:
Initialisation:

seqnum := 1
incoming := {}

Parallel: when receive (m):
insert m in incoming, according to prio(m)

Parallel: after initialisation:
while incoming is not empty do

m := first message in incoming
incoming := incoming \ {m}

sn(m) := seqnum
send (m, sn(m)) to all
seqnum := seqnum + 1

Destinations:
Initialisation:

nextdeliver := 1
pending := ∅

when receive (m, seqnum):
pending := pending ∪ {(m, seqnum)}
while ∃ (m, seqnum) ∈ pending : seqnum = nextdeliver do

deliver m
nextdeliver := nextdeliver + 1

Figure 2: Modification of fixed UB.

A modification of the privilege-based algorithm of [22] is shown in figure 3. This modification corre-
sponds to the priority sending class of algorithms.

In figure 4, we show the modification of the causal history algorithm shown in [22]. This modification
corresponds to the priority delivering class of algorithms. As the original algorithm, it assumes that a FIFO
channel is available.

Finally, in figure 5 we show a destinations agreement algorithm that fits into the third subclass identified
in [22] and corresponds to the priority-based consensus class of algorithms. This sketch is presented just
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Sender (code of process p):
Initialisation:

tosend := {}

if p = s1

token.seqnum := 1
send token to s1

Procedure TO-broadcast (m, prio):
insert m in tosend according to prio

when receive token:
while tosend is not empty do

m := first message in tosend
send (m, token.seqnum) to destinations
token.seqnum := token.seqnum + 1
tosend := tosend \ {m}

send token to si+1modn

Destinations (code of process p):
Initialisation:

nextdeliver := 1
pending := ∅

when receive (m, seqnum):
pending := pending ∪ {(m, seqnum)}
while ∃ (m, seqnum) ∈ pending : seqnum = nextdeliver do

deliver m
nextdeliver := nextdeliver + 1

Figure 3: Modified privilege-based algorithm

as an illustrative example about how to apply this technique. According to this protocol, the messages
received by the nodes are not directly delivered to the application but queued in a list. From time to time, a
starter node decides to start a consensus round by sending to all the nodes a special START CONSENSUS
message. When a node receives such a message, sends a response that contains a set with the identifiers
of the pending messages. When the starter receives a minimum number k of responses then it decides the
common subset to all the received sets. The starter then decides a suggested total order of the selected
messages, taking into account the priorities of the messages. This suggested order is sent to all the nodes
(by means of an APPLY ORDER message) so they can deliver the selected messages in the proper priority-
based total order.

In the proposed algorithm, we use the order procedure to select the common subset of messages and to
order them according to their priorities. The vote procedure is used to locally decide if the order proposed
by the starter node is accepted. We are not addressing the voting mechanism, but nevertheless, keeping
this procedure apart from the order procedure makes possible to use any consensus [43] mechanism.

8 Related Work
Unlike plain total order broadcast, priority-based total order broadcast has not been too much studied.
To the best of our knowledge, few results have been presented. In this section, we comment the more
interesting results we have found.

In [35] (an extension of [34]), a starvation-free priority-based total order protocol is presented. The
protocol sits on top of an existing total order broadcast service so the protocol in all the processes receives
the messages in the same order. It then locally and deterministically orders messages according to their
priorities.

The protocol keeps a queue of incoming messages that is ordered according to the priorities of the
messages. Messages with the same priority are queued according to their arrival order. Incoming messages
are queued in their corresponding place.
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Senders and destinations (code of process p):
Initialisation:

received := ∅
delivered := ∅
LC := {0, . . . , 0}

Procedure TO-broadcast(m, prio)
LC[p] := LC[p] + 1
ts(m) := LC[p]
prio(m) = prio
send FIFO (m, ts(m)) to all

when receive (m, ts(m))
LC[p] := max(LC[p], ts(m)) + 1
if p 6= sender(m)

LC[sender(m)] := ts(m)
received := received ∪ {m}
deliverable := ∅
for each message m in received \ delivered do

if ts(m) ≤ minq∈Π LC[q] then
deliverable := deliverable ∪ m

deliver all messages in deliverable,
in increasing order of (ts(m), prio(m), sender(m))
delivered := delivered ∪ deliverable

Figure 4: Modified causal-history algorithm

High priority messages are in the head of the queue and low priority are in the tail of the queue. To
deliver messages according to their priority, messages are taken from the head of the queue and delivered
to the application. To avoid starvation of low priority messages a periodic timer is used. Every time the
timer expires, the reordering of incoming messages is temporarily paused. The protocol then forces the
delivery of as much messages as possible, so low priority messages have a chance to be delivered to the
application.

Such protocol is an extension of some existing total order protocol rather than a total order broadcast
protocol itself and does not integrate the priority management in the total order protocol core. For this
reason, it cannot be classified according to the taxonomy of [22].

In [39], another priority-based total order protocol is presented. This protocol guarantees that a message
that has been received by all the processes will be delivered in the same order by all the processes, before
any other message of a lower priority that has not been delivered by any process yet.

The protocol keeps a list of incoming messages that is ordered according to the priority of the messages.
This list has a common suffix in all the processes. As some processes are faster than others, they deliver
messages to the application faster than others, so the head of the list is, in general, different.

When a message is sent, all the processes receive it (unless they fail). When a process receives a
message, it blocks part of the list of the incoming messages (the part that contains messages of a lower
priority). The process then sends some information related to the blocked part of the list of incoming
messages to a special process that acts as a coordinator. It also sends information about the last messages
delivered to the application. The coordinator uses all this information to decide in which point of the list
processes must insert the incoming message.

This protocol undergoes starvation of low priority messages if too many high priority messages are
sent. According to the authors, this protocol is especially suitable “for state machine-like applications
where the time to consume a message is far greater than the time involved in the communication rounds”
so no starvation issues are expected to appear, no solution is given nor even the problem itself is pointed at.

This problem may be solved as suggested in previous sections. From time to time, regular prioritisation
may be blocked, and lower priority messages are given a chance to be delivered. As previously said, this
solution may cause priority inversion, as high priority messages may have to wait for low priority messages.
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Senders:
Procedure TO-bcast (m, prio):

prio(m) := prio
send m to all

Destinations:
Initialisation:

incoming := {}
ids := {}

when receive (m):
add m to incoming
add id(m) to ids

when receive (START CONSENSUS) from starter:
send ids to starter

when receive (orderedIds):
vote := vote(orderedIds)
send vote to starter

when receive (APPLY ORDER(orderedIds)):
ids := ids \ orderedIds
while orderedIds is not empty do

id := first id in orderedIds
orderedIds := orderedIds \ {id}
m := message in incoming with id
deliver m
incoming := incoming \ {m}

Starter:
Initialisation:

incomingIds := ∅
votes := {}

when start consensus:
send START CONSENSUS to all

when receive (ids):
add ids to incomingIds
if |incomingIds| ≥ k

orderAndPropose()
when receive (vote v):

add v to votes
if there is a majority of positive votes

send APPLY ORDER(orderedIds) to all
Procedure orderAndPropose:

orderedIds := order(incomingIds)
send orderedIds to all

Figure 5: Modified destinations agreement (subclass 3)

Regarding the classification of [22], as the delivery history is used to decide the order of the messages
(as well as the priorities of the incoming and existing messages), this protocol may be classified in the
deterministic merge subclass of the communication history protocol class.

9 Discussion About the End-to-end Argument
The end-to-end argument [40, 32] is a design principle that can be applied to many different kinds of
systems. According to this principle, functionality used by an application and often packed as a library or
any other external form (e. g. as a service somehow offered by the operating system) is better placed in the
application level. Several reasons are given in favour of the end-to-end argument and against the opposite
low-level argument.

In our case, the end-to-end alternative means taking into account message priorities at the application
level while the low-level alternative means considering the priorities at the group communication system
level, as presented in section 6.

In the end-to-end alternative, the application tags its messages with a priority level (as in the proposed
modifications in section 6). Each node may send its messages according to their priorities. The messages
are broadcast and totally ordered by means of a regular group communication system, and delivered to the
application (in every node) according to a total order.

As this order does not reflect any priority order, the application is in charge of reordering the incoming
messages according to their priorities. This reordering must be done in such a way that the total order
property of the sequence of delivered messages is kept.

The reordering can be done in a distributed manner, by using some additional message rounds, which
increase the cost of the priority-based total ordering service.

The reordering can alternatively be done in a local manner, by means of a deterministic method. In a
first alternative, time can be logically divided as in [35]. Some special control message, periodically sent
by some coordinator node and totally ordered respect regular messages can be used to decide the duration
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of the time parts. Messages in each time period can be locally ordered (also guaranteeing the total order
property).

A second alternative consists in forcing each node to wait for a predefined number of incoming mes-
sages and then deterministically reorder them according to their priorities. This way, the control messages
used in the first alternative are avoided.

Such end-to-end approaches offer the advantage of being compatible with any total order broadcast
protocol. In [40], another advantage of such application-level kind of solutions is argued. An application
may have some information which is not accessible by a lower level and this information may allow the
application to tune the operation of the service in order to get better performance numbers. In our particular
case, there is no special information accessible only to the application3 that could be used to get a better
performance so, in our case, this argument is actually not a real advantage.

On the other hand, these application-level solutions have some disadvantages that must also be consid-
ered. First of all, both solutions impose a delay in the delivery of the incoming messages (until the next
control message arrives or the expected number of messages are received) which depends on the duration
of each time part or the number of required messages.

Furthermore, in case a node fails and later recovers it must ask another node for the messages it has
missed. If the priority management is performed at the application level, the application is in charge of
keeping a list of recent incoming messages in order to forward them to the recovering node. In the first
solution, each node must save, at least, all the messages from the last control message. In the second case,
each node must save all the messages received since the last reordering took place. In both cases, this need
complicates the design and implementation of the application. Instead, a middleware-based alternative,
like any of the modifications we propose in section 6, offers a simple and powerful solution that allows the
application designer to focus on the relevant aspects of the application.

Besides that, these application-level solutions are not much reusable. If no special efforts are made to
keep this priority-based reordering in a modular component, then the solutions are not reusable at all.

Moreover, the design and the implementation of the application is more complicated, as pointed above.
Indeed, the application not only must reorder messages according to their priorities but also respect the
total order property of the original sequence of incoming messages. Application designers need to worry
about concerns that are not directly related to the application core.

So, unless application designers very carefully design these non-core aspects of the application, there
is a risk that additional software bugs are put in. Instead, if this functionality is designed and implemented
by specialised designers, this risk can be highly reduced.

For all these reasons, our conclusion about the end-to-end argument is that, in this particular case, is
not worthy at all to move to an application-level layer the priority-based (re)ordering of incoming totally
ordered messages.

10 Conclusions and Future Work
In this work we analyse the priority-based total order broadcast problem from a theoretical point of view.
We start from a taxonomy of total order broadcast protocols [23] that classifies a number of protocols into
five different classes and identify four different ways of adding priority management to the protocols.

Each modification is illustrated with an algorithm. The algorithms shown in Figs. 2, 3 and 4 come
from three algorithms proposed in [23]. The algorithm shown in Fig. 5 is a new proposal we introduce to
illustrate the priority delivering technique.

As the algorithms show, the modifications are quite simple, so they can be applied not only to the orig-
inal protocols but also to other existing protocols, published by any other author, that might even be tuned
to work under particular constraints or in a particular environment, or even to existing implementations, as
long as they can be classified into any of the classes identified in [23].

This work is a first step for anyone interested in tackling the problem of providing a priority-based
total order broadcast service. Our next step is to start an experimental phase in which we will prototype

3Keep in mind that we are not comparing the use of an application-level priority-based reordering of an existing total order service
against a regular total order broadcast service but against a modified total order broadcast service that takes into account message
priorities
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the proposed algorithms. Then they will be tested in different scenarios with varying application patterns,
measure their performance and compare the numbers. Those results may allow us to decide which protocol
is the most suitable for each configuration.

We might then try to propose an architecture similar to that proposed in [30] to dynamically change
the current priority-based total order broadcast protocol used by an application according to changes to the
environment, to the application behavior or to other parameters.
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Sept. 2003.
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[36] Fernando Pedone and André Schiper. Optimistic atomic broadcast: a pragmatic viewpoint. Theoreti-
cal Computer Science (Elsevier), 291(1):79–101, Jan. 2003.

[37] Krithi Ramamritham and John A. Stankovic. Scheduling algorithms and operating systems support
for real-time systems. Proceedings of the IEEE, 82(1):55–67, Jan. 1994.
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