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Introduction

- A middleware architecture providing DB replication
  - No lock management needed at the middleware layer
  - We rely for concurrency control on the DBMS
  - DBMS internals remain unaccessible
  - The consistency is maintained at the middleware layer
  - Client applications “see” a standard interface
- We propose two protocols
  - BULLY
    - Adaptation of the O2PL proposed by M.J. Carey and M. Livny
      - Distributed deadlock prevention schema based on:
        - Transaction’s priority
        - Transaction’s state in the system
  - TORPE
    - Adaptation of the 1-SER proposed by B. Kemme and G. Alonso
      - Transaction’s write operations are performed in the local phase
    - Based on total order delivery guarantees of GCSs
BULLY Replication Protocol
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TORPE Replication Protocol
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MADIS Architecture

- Java Client Program
- Servlet Container
- EJB Container
- Consistency Manager (JDBC Driver)
- Conflict Detector
- Consistency and Recovery Protocol
- Group Comm. System
  - Communication Service
  - Membership Service
- JDBC Interface
- DBMS
  - Extended Schema
  - Original Schema
Performance Analysis
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BULLY PROTOCOL - RESPONSE TIME

- Response time (ms)
- Number of clients
- 1 client, 2 clients, 4 clients, 8 clients, 12 clients, 16 clients
- 2 nodes, 4 nodes, 8 nodes
Performance Analysis

TORPE PROTOCOL - RESPONSE TIME

Response time (ms)

1 client, 2 clients, 4 clients, 8 clients, 12 clients, 16 clients

Number of clients

2 nodes, 4 nodes, 8 nodes
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